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Robust Image Based Visual Servoing with Prescribed
Performance under Field of View Constraints

Charalampos P. Bechlioulis, Shahab Heshmati-
alamdari, George C. Karras and Kostas J. Kyriakopoulos

Abstract—We propose a visual servoing scheme that imposes prede-
fined performance specifications on the image feature coordinate errors
and satisfies the visibility constraints that inherently arise owing to the
camera’s limited field of view, despite the inevitable calibration and depth
measurement errors. Its efficiency is demonstrated via a comparative
experimental study.

Index Terms—Visual servoing, field of view constraints, robustness.

I. I NTRODUCTION

Over the last decades, visual servoing has gained a lot of research
interest in motion control systems since it simply employs the visual
information of a camera as feedback to determine the required motion
control signal. Structurally, visual servoing can be classified in three
main categories [1], [2]: (i) Position-Based Visual Servoing (PBVS),
where the visual features extracted from the image are used to
estimate the3D pose of the camera with respect to the target; (ii)
Image-Based Visual Servoing (IBVS), where the control inputs are
determined directly on the2D image plane based on the image
feature coordinate errors, and (iii) Hybrid Visual Servoing, where3D
PBVS is combined with2D IBVS. In this paper, the IBVS scheme
is adopted, as it is more efficient and exhibits better local stability
and convergence properties, owing to its inherent robustness against
camera calibration imperfections and modeling errors.

Since visual servoing is solely based on visual informationex-
tracted from the position of the features of interest on the camera
image, a significant issue that reasonably raises concerns the sat-
isfaction of certain hard visibility constraints, imposedby the fact
that the features of interest should constantly lie within the camera
field of view [3]. Although dealing with hard constraints is arather
challenging control task, various methods have been presented in the
related literature. More specifically, decoupled control approaches,
where the camera motion is controlled in part by a position based
scheme, while an image based visual servoing part is employed in
order to meet the hard visibility constraints, have been proposed
in [4]–[8]. Alternatively, path planning has been applied to develop
feasible image feature trajectories that meet the specific field of view
constraints in [9]–[11]. Other researchers have adopted optimization
techniques that aim at finding an optimal path with respect tovarious
metrics such as the distance from the image boundary, the length
of the path and the energy [12]–[14]. Similarly, a nonlinearmodel
predictive control problem is formulated in [15]–[17] to handle
the visibility issue via state inequality constraints. However, the
aforementioned approaches are based on solving online nonlinear
constrained optimization problems; thus, their applicability in real-
time robotic tasks is rather questionable, owing to the highprocessing
requirements.

It is also well known that IBVS does not require the geometric
model of the target. However, the image Jacobian that is employed
involves the intrinsic camera parameters and the depth of the image
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features with respect to the camera frame. Therefore, accurate camera
parameters, which may be acquired via a calibration process, are
crucial for the closed loop system performance and stability [18].
Unfortunately, most of the aforementioned approaches adopt off-line
calculations to deal with the camera calibration uncertainty, which
cannot be performed easily in real-time systems in the presence
of 3D model reconstruction errors, thus rendering them impractical.
Alternatively, various approaches such as adaptive control [18]–[21],
calibration free path planning [11], [22], [23], online identification
[24] and machine learning [25] have been proposed in the related
literature to achieve the desired stability properties despite any cali-
bration or depth measurement errors. Concurrently, other calibration
free solutions have been presented in [10], [11], [26], [27].

Another important issue associated with IBVS concerns the tran-
sient and steady state response of the closed loop system1. Unfortu-
nately, apart from [26], where bounds on the task error have been
addressed, the related literature lacks of any systematic procedure
that imposes accurately predefined transient and steady state perfor-
mance specifications. Towards this direction, the common practice in
conventional IBVS under model uncertainties is to tune the control
gains via a tedious trial and error procedure without, however, any a
priori guarantees for the achieved performance. It should be noted that
owing to the presence of multiple and probably conflicting operational
constraints (i.e., field of view, transient and steady statespecifications,
model imperfections) that increase significantly the complexity of the
IBVS problem, no results have been previously reported in the related
literature, up to the best of the authors’ knowledge.

In this work, an IBVS scheme is proposed, capable of guaranteeing
prescribed transient and steady state performance as well as the
satisfaction of the field of view constraints, despite the inevitable
camera calibration and depth measurement errors2. Visualizing the
performance specifications and the field of view constraintsas error
bounds, the key idea is to provide an error transformation that con-
verts the original constrained model into an equivalent unconstrained
one. It is then proven that stabilizing the unconstrained model is
sufficient to achieve prescribed performance guarantees and satisfy
the field of view constraints. In particular, the main contributions of
this work concentrate on: i) the guaranteed transient and steady state
performance; ii) the satisfaction of the field of view constraints and
iii) the reduced design complexity. More specifically, the performance
of the developed scheme is a priori and explicitly imposed bycertain
designer-specified performance functions, and is fully decoupled by
the control gains selection. In that respect, the selectionof the
control gains is only confined to adopting those values that lead to
reasonable control effort, thus simplifying further the control design.
Additionally, the computational complexity of the proposed scheme
proves considerably low (i.e., it is a static scheme involving very few
and simple calculations to output the control signal), which makes
implementation on fast embedded control systems straightforward.
Finally, the robustness against the initial pose of the camera is
reinforced via the proposed error transformation that retains the
image features within the camera field of view. It should be noted
that securing merely the boundedness of the closed loop system is
sufficient to meet the operational constraints. Such property comes
naturally from the appropriate modulation of the feature coordinate
errors, which is the key point in our approach. In fact, the size of
the set where the modulated errors end up and which is affected by

1Notice that the ability of preshaping the transient and steady steady
response of IBVS is critical in many industrial applications, such as motorized
conveyor belt systems or automated loading/unloading processes, where
tracking of moving objects is involved.

2A preliminary version of this work in the absence of any uncertainties and
model imperfections in the closed loop system was reported in [28].
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the control gain selection and the uncertainties regardingthe camera
intrinsic parameters and the depth measurements, does not play a
crucial role in the achieved performance. On the other hand,most
IBVS schemes examine only convergence within the corresponding
stability analysis, while leaving the transient performance (including
the field of view constraints) to the “appropriate” (but not apriori
guaranteed) control gain selection.

II. PROBLEM STATEMENT

In this section, the mathematical formulation of the image based
visual servoing problem is presented for a pinhole camera model.
Let [Xc, Yc, Zc]

T be the axes of the camera frameC attached at the
center of the cameraOc. The coordinates of the image frameI are
given by[u, v]T with OI denoting the center of the image (see Fig.1).
Notice that theZc axis of the camera frame is perpendicular to the
image plane transversingOI . Thus, given a set ofn fixed 3D points
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Fig. 1: The geometric model of a pinhole camera.

Pi = [xi, yi, zi]
T , i = 1, . . . , n expressed in the camera frame, the

corresponding2D image featuressi = [ui, vi]
T , i = 1, . . . , n are

given (in pixels) as follows [1]:

si =

[

ui

vi

]

=
λ

zi

[

xi

yi

]

(1)

whereλ is the focal length of the camera. In this way, the effect of
the camera motion on the feature coordinates at the image plane is
modeled by:

ṡi = Li(zi, si)V , i = 1, . . . , n (2)

where:

Li(zi,si)=
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(3)

is the interaction matrix [1], andV ,
[

T T , ΩT
]

=

[Tx, Ty, Tz, ωx, ωy, ωz]
T denotes the linearT and angularΩ veloci-

ties of the camera. Let us also define the overall image feature vector
s =

[

sT1 , · · · , s
T
n

]T
∈ ℜ2n. Hence, the dynamics of the feature

coordinates is given by:

ṡ = L(z, s)V (4)

whereL (z, s) =
[

LT
1 (z1, s1) , · · · , L

T
n (zn, sn)

]T
∈ ℜ2n×6 is the

overall interaction matrix andz = [z1, . . . , zn]
T . Owing to the

limited field of view of the camera, the image coordinates aresubject
to the following visibility constraints:

umin ≤ ui ≤ umax, i = 1, . . . , n (5a)

vmin ≤ vi ≤ vmax, i = 1, . . . , n (5b)

whereumin, vmin andumax, vmax denote the lower and upper bounds
(in pixels) of the image plane coordinates, dictated by the camera
resolution. Ensuring that the feature coordinates do not violate the
aforementioned visibility constraints and therefore theyconstantly lie

within the camera field of view is an issue of paramount importance
in visual servoing, since otherwise unpredictable phenomena (even
instability) may occur in the closed loop system owing to thepartial
or complete loss of visual feedback.

In this work, the control objective is to design an image based
visual servoing scheme such that all feature coordinatessi =
[ui, vi]

T , i = 1, . . . , n converge to their corresponding desired values
sdi = [ud

i , v
d
i ]

T , i = 1, . . . , n with prescribed performance, despite
the inevitable camera calibration and depth measurement errors (i.e.,
the focal lengthλ and the features depthzi, i = 1, . . . , n are not
accurately computed). By prescribed performance, we mean that the
desired feature coordinatessdi , i = 1, . . . , n are attained within a
predefined transient period and are maintained with arbitrarily fine
accuracy, while satisfying the field of view constraints (5a) and (5b)
for all time.

III. M AIN RESULTS

In this work, the prescribed performance control technique[29],
will be adopted to: i) achieve robust predefined transient aswell as
steady state response for all image feature errors and ii) avoid the
violation of the camera field of view constraints.

A. Sufficient Conditions

Let us initially define the image feature errors:

eui (t) = ui(t)− ud
i , i = 1, . . . , n (6a)

evi (t) = vi(t)− vdi , i = 1, . . . , n (6b)

where ud
i , vdi denote the corresponding desired feature values, as

well as the overall error vectore , [eu1 , e
v
1 , . . . , e

u
n, e

v
n]

T . Prescribed
performance characterizes the behavior when the image feature errors
eui (t), e

v
i (t), i = 1, . . . , n evolve strictly within predefined regions

that are bounded by absolutely decaying functions of time, called
performance functions. In this work, the mathematical expression of
prescribed performance is formulated, for allt ≥ 0, by the following
inequalities:

−
¯
Mu

i ρ
u
i (t) < eui (t) < M̄u

i ρ
u
i (t), i = 1, . . . , n (7a)

−
¯
Mv

i ρ
v
i (t) < evi (t) < M̄v

i ρ
v
i (t), i = 1, . . . , n (7b)

where

ρui (t) =

(

1− ρ∞

max{
¯
Mu

i
,M̄u

i
}

)

exp(−lt) + ρ∞

max{
¯
Mu

i
,M̄u

i
}

(8a)

ρvi (t) =

(

1− ρ∞

max{
¯
Mv

i
,M̄v

i }

)

exp(−lt) + ρ∞

max{
¯
Mv

i
,M̄v

i }
(8b)

are designer-specified smooth, bounded and decreasing functions
of time with l, ρ∞ > 0 incorporating the desired tran-
sient and steady state performance specifications respectively, and

¯
Mu

i , M̄u
i , ¯

Mv
i , M̄v

i are positive parameters selected appropriately
to satisfy the field of view constraints, as presented in the sequel. In
particular, the decreasing rate ofρui (t), ρvi (t), which is affected by
the parameterl, introduces a lower bound on the speed of convergence
of eui (t), evi (t), i = 1, . . . , n. Furthermore, depending on the
resolution of the camera, the constantρ∞ can be set arbitrarily small
ρ∞ << min

i=1,...,n
{
¯
Mu

i , M̄u
i , ¯

Mv
i , M̄v

i }, thus achieving practical

convergence ofeui (t), evi (t), i = 1, . . . , n to zero. Additionally, we
select:

¯
Mu

i = ud
i − umin & M̄u

i = umax − ud
i , i = 1, . . . , n (9a)

¯
Mv

i = vdi − vmin & M̄v
i = vmax − vdi , i = 1, . . . , n (9b)
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Apparently, under the assumption that the features initially lie in the
camera field of view (i.e.,umin < ui(0) < umax andvmin < vi(0) <
vmax, i = 1, . . . , n) the aforementioned selection ensures that:

−
¯
Mu

i ρ
u
i (0) < eui (0) < M̄u

i ρ
u
i (0), i = 1, . . . , n (10a)

−
¯
Mv

i ρ
v
i (0) < evi (0) < M̄v

i ρ
v
i (0), i = 1, . . . , n (10b)

Hence, guaranteeing prescribed performance via (7a) and (7b) for
all t > 0 and employing the decreasing property ofρui (t), ρvi (t),
i = 1, . . . , n, we obtain:

−
¯
Mu

i < eui (t) < M̄u
i , i = 1, . . . , n (11a)

−
¯
Mv

i < evi (t) < M̄v
i , i = 1, . . . , n (11b)

and consequently owing to (6a)-(6b) and (9a)-(9b):

umin < ui(t) < umax, i = 1, . . . , n (12a)

vmin < vi(t) < vmax, i = 1, . . . , n (12b)

for all t > 0, which ensures that the field of view constraints
are constantly satisfied. Therefore, imposing prescribed performance
via (7a) and (7b) with appropriately selected performance func-
tions ρui (t), ρvi (t), i = 1, . . . , n and positive constant parameters

¯
Mu

i , M̄u
i , ¯

Mv
i , M̄v

i , i = 1, . . . , n, as dictated in (9a) and (9b)
respectively, prove sufficient to solve the image based visual servoing
problem stated in Section II.

B. Control Design

In the sequel, we propose a control protocol that incorporates
neither accurate depth measurements nor accurate focal length esti-
mation, and guarantees (7a) and (7b) for allt ≥ 0, thus leading to the
solution of the robust image based visual servoing problem with pre-
scribed performance under field of view constraints. Given the image
feature tracking errorseui (t), e

v
i (t), i = 1, . . . , n, defined in (6a) and

(6b), we select the corresponding performance functionsρui (t), ρ
v
i (t)

and positive parameters
¯
Mu

i , M̄
u
i , ¯

Mv
i , M̄

v
i , i = 1, . . . , n following

(9a) and (9b) respectively, in order to incorporate the desired transient
and steady state performance specifications as well as the field of
view constraints. We define the normalized image feature errors as:

ξui (ui, t) =
eu
i

ρu
i
(t)

& ξvi (vi, t) =
ev
i

ρv
i
(t)

, i = 1, . . . , n

and the transformed image feature errors as:

Eu

i (ξ
u

i
(ui,t))=ln











1+
ξu
i
(ui,t)

¯
Mu

i

1−
ξu
i
(ui,t)

M̄u

i











& Ev

i (ξ
v

i
(vi,t))=ln











1+
ξv
i
(vi,t)

¯
Mv

i

1−
ξv
i
(vi,t)

M̄v

i











for which eui → 0 (evi → 0) implies Eu
i → 0 (Ev

i → 0), i =
1, . . . , n. Finally, we design the image based visual servoing protocol
as follows:

V (s, t) = −kL̂+E(s, t) (13)

with k > 0 where L̂+ ,

(

L̂T L̂
)

−1

L̂T is the Moore-Penrose
pseudo-inverse of the estimated interaction matrix [23] and

E(s, t) , [Eu
1 , E

v
1 , . . . , E

u
n , E

v
n]

T . (14)

Remark 1. The prescribed performance control technique enforces
the normalized image feature errorsξui (t) and ξvi (t) to remain
strictly within the sets

(

−
¯
Mu

i , M̄u
i

)

and
(

−
¯
Mv

i , M̄v
i

)

, i =
1, . . . , n respectively for allt > 0. Notice that modulatingξui (t) and

ξvi (t) via the logarithmic functionsln

(

1+ ⋆

¯
Mu

i

1− ⋆

M̄u
i

)

and ln

(

1+ ⋆

¯
Mv

i

1− ⋆

M̄v
i

)

in the control protocol (13) and selecting
¯
Mu

i , M̄u
i , ¯

Mv
i , M̄v

i

according to (9a) and (9b), the overall transformed image feature
error vector (14) is initially well-defined. Moreover, it isnot difficult

to verify that maintaining simply the boundedness of the modulated
errors Eu

i (ui, t) and Ev
i (vi, t) for all t > 0 is equivalent to guar-

anteeingξui (ui, t) ∈
(

−
¯
Mu

i , M̄u
i

)

and ξvi (vi, t) ∈
(

−
¯
Mv

i , M̄v
i

)

,
i = 1, . . . , n for all t > 0. Therefore, the problem at hand can be
simply visualized as stabilizing the modulated error vector E(s, t).

Remark 2. Regarding the construction of the performance functions,
we stress that unlike what is common practice in the related literature,
the desired performance specifications concerning the transient and
steady state response as well as the field of view constraintsare
introduced directly in the proposed control scheme viaρui (t), ρvi (t)
and the positive parameters

¯
Mu

i , M̄u
i , ¯

Mv
i , M̄v

i , i = 1, . . . , n
respectively. In this way, the selection of the control gaink, that has
been isolated from the actual control performance, is significantly
simplified to adopting those values that lead to reasonable control
effort. Additionally, the proposed method can also take into account
holonomic constraints on the camera motion in the Cartesianspace
by introducing a high level planner that adjusts appropriately the
performance bounds. In that respect, the convergence rate of the
performance functions may be updated online, and not kept constant,
so that certain motion-profiles of the camera in the Cartesian space
may be achieved. Notice that since the camera is assumed fully
actuated then no controllability issues arise when adjusting the
performance bounds. Finally, it is worth noting that the proposed
approach achieves tracking of moving features as well, without
requesting their velocity profile, as dictated in [30].

Remark 3. Notice from (3) thatL depends on the depth distribution
z of the image features as well as on the camera focal lengthλ. Thus,
considering camera calibration and depth measurement errors, the
matrix L̂, which is employed in the control design, is an estimate of
the actual interaction matrixL(z, s). Under the assumption thatL
is full column-rank, which is rather realistic in the context of visual
servoing, the task function parametrization approach, which aims at
providing a controllable system over the task workspace, employs
the estimated interaction matrix̂L that is also full column-rank for
reasonable focal length and depth estimates. A common approach is
to employ the depth distribution at the desired pose with a rough
estimate of the focal length via an initial calibration procedure.
Alternatively, an estimate of the depth could be adopted following
the approach in [21].

Remark 4. Under the assumption that the interaction matrix is full
column-rank, which holds locally for sufficiently many features [1],
this work reinforces the robustness of IBVS against the initial pose
of the camera, via the proposed error transformation that retains the
image features within the camera field of view. In this respect, the
actual/practical domain of attraction is satisfactorily retained in the
presence of model uncertainties, as the image features never escape
the camera field of view3.

C. Stability Analysis

The main results of this work are summarized in the following
theorem, where it is proven that the aforementioned controlprotocol
solves the image based visual servoing problem with prescribed
performance under field of view constraints, despite the inevitable
camera calibration and depth measurement errors.

3In the absence of uncertainty in the focal length and the depth measure-
ments, the image trajectories are usually very close to straight lines, which
is almost sufficient to satisfy the field of view constraints.However, bad
estimates of the feature depth in conventional IBVS may leadto trajectories
that violate the field of view constraints, thus jeopardizing visual servoing.



4

Theorem 1. Considern ≥ 4 fixed visual features4 in the workspace
and a pinhole camera that aims at attaining the desired values
for the feature coordinates on the image plane, while satisfying
the field of view constraints. Under the assumption that all visual
features initially lie sufficiently close to their desired values as well
as within the field of view of the camera, the proposed image based
visual servoing protocol (13) guarantees local practically asymptotic
stabilization of the feature errors:

−
¯
Mu

i ρ
u
i (t) < eui (t) < M̄u

i ρ
u
i (t), i = 1, . . . , n (15)

−
¯
Mv

i ρ
v
i (t) < evi (t) < M̄v

i ρ
v
i (t), i = 1, . . . , n (16)

as well as the boundedness of all closed loop signals for allt ≥ 0.

Proof. We first define the normalized image feature error vector
ξ = [ξu1 , ξ

v
1 , . . . , ξ

u
n, ξ

v
n]

T . Differentiating with respect to time and
substituting (4) and (13), the closed loop dynamical systemmay be
written in compact form as:

ξ̇ = h(t, ξ) , diag (ρ(t))−1
(

−kLL̂+E − diag (ρ̇(t)) ξ
)

(17)

where ρ(t) , [ρu1 (t), ρ
v
1(t), . . . , ρ

u
n(t), ρ

v
n(t)]

T . Let us also de-
fine the open setΩξ ,

(

−
¯
Mu

1 , M̄
u
1

)

×
(

−
¯
Mv

1 , M̄
v
1

)

× · · · ×
(

−
¯
Mu

n , M̄
u
n

)

×
(

−
¯
Mv

n , M̄
v
n

)

. In what follows, we proceed in two
phases. First, the existence of a maximal solutionξ(t) of (17) over
the setΩξ for a time interval [0, τmax) is ensured, i.e.,ξ(t) ∈
Ωξ, ∀t ∈ [0, τmax). Then, we prove that the proposed control
scheme (13) guarantees, for allt ∈ [0, τmax): a) the boundedness of
all closed loop signals as well as that b)ξ(t) remains strictly within
a compact subset ofΩξ, which leads by contradiction toτmax = ∞
and consequently to the satisfaction of (7a)-(7b), thus completing the
proof.

Phase A. The setΩξ is nonempty and open. Moreover, (10a)-
(10b) lead to−

¯
Mu

i < ξui (0) < M̄u
i and−

¯
Mv

i < ξvi (0) < M̄v
i , i =

1, . . . , n. Thus, we conclude thatξ(0) ∈ Ωξ. Additionally, h(t, ξ),
as defined in (17), is continuous ont and locally Lipschitz onξ over
the setΩξ. Therefore, the hypotheses of Theorem 54 (pp.476) in [31]
hold and the existence of a maximal solutionξ(t) of (17) on a time
interval [0, τmax) such thatξ(t) ∈ Ωξ, ∀t ∈ [0, τmax) is ensured.

Phase B. We have proven in Phase A thatξ(t) ∈
Ωξ, ∀t ∈ [0, τmax) and more specifically thatξui (t) ∈
(−

¯
Mu

i , M̄
u
i ) andξvi (t) ∈ (−

¯
Mv

i , M̄
v
i ), i = 1, . . . , n for all t ∈

[0, τmax). Thus, the transformed errorsEu
i , Ev

i , i = 1, . . . , n, as
designated in (14), are well defined for allt ∈ [0, τmax). Hence, we
may adopt, based on the transformed errors (14), the task function
ε = L̂+E [32]. Contrary to [32], wherêL+ is assumed constant,
in this work we consider a more generic case whereL̂+ is state
dependent, with positive and fixed focal length and depth estimates.
Thus, the time derivative of the task function becomes:

ε̇ =
dL̂+

dt
E + L̂+Ė =

dL̂+

dt
E + L̂+ ∂E

∂ξ
ξ̇

=
dL̂+

dt
E + L̂+ ∂E

∂ξ

(∂ξ

∂e
ė+

∂ξ

∂t

)

=
dL̂+

dt
E + L̂+ ∂E

∂ξ

(∂ξ

∂e
LV +

∂ξ

∂t

)

(18)

Following [23], we also obtaindL̂
+

dt
E = O(e, t)V , whereO(e, t) is

a 6 × 6 matrix satisfyingO(e, t)|e=0 = 06×6, ∀t ≥ 0. Hence, (18)
becomes:

ε̇ =
(

O(e, t) + L̂+(∂E

∂ξ

∂ξ

∂e

)

L
)

V + L̂+ ∂E

∂ξ

∂ξ

∂t

4Although 3 features may suffice to establish locally the fullcolumn-rank
property of the interaction matrix, we assume at least 4 for increased levels
of robustness.

and substituting the control lawV = −kL̂+E , −kε, we get:

ε̇ = −k
(

O(e, t) + L̂+
(∂E

∂ξ

∂ξ

∂e

)

L
)

ε+ L̂+ ∂E

∂ξ

∂ξ

∂t
. (19)

Finally, linearizing (19) forε = 0, we obtain similarly to [23]:

ε̇ = −(kA(t)−B(t))ε+C(t),

where:

A(t) = L̂+
(∂E

∂ξ

∂ξ

∂e

)

L
∣

∣

∣

ε=0
(20a)

B(t) =
∂

∂ε

(

L̂+ ∂E

∂ξ

∂ξ

∂t

)

∣

∣

∣

ε=0
(20b)

C(t) = L̂+ ∂E

∂ξ

∂ξ

∂t

∣

∣

∣

ε=0
. (20c)

Notice also that by construction∂E
∂ξ

∂ξ

∂e
is a diagonal positive definite

matrix. Thus, following similar arguments with [23], we conclude
that A(t) = L̂+

(

∂E
∂ξ

∂ξ

∂e

)

L
∣

∣

∣

ε=0
is Hurwitz close to the origin for

any positive and fixed focal length and depth estimates. Moreover,
it can be easily verified that the matrixB(t) and the vectorC(t)
are bounded for allt ≥ 0 and vanish as time proceeds owing to the
decreasing property of the performance functions. Hence, invoking
Lemma 4.5 (pp.193) in [33], we conclude thatε(t) remains ultimately
bounded for a sufficiently high gain valuek and all t ∈ [0, τmax)
within a neighborhood ofε = 0, i.e., ||ε (t) || ≤ ε̄. Moreover, in a
neighborhood ofε = 0, we have||ε|| , ||L̂+E|| 6= 0 if e 6= 0 or
equivalently ifE 6= 0, sinceL̂+ is full row-rank [22]. Hence, there
existsĒ > 0 such that :

||E (t) || ≤ Ē, ∀t ∈ [0, τmax). (21)

In this way, taking the inverse logarithmic function in (14), we get:

−
¯
Mu

i <
¯
ξui < ξui (t) < ξ̄ui < M̄u

i

−
¯
Mv

i <
¯
ξvi < ξvi (t) < ξ̄vi < M̄v

i

, i = 1, . . . , n (22)

for all t ∈ [0, τmax), where:

¯
ξui = −

¯
Mu

i
exp(Ē)−1

exp(Ē)+ ¯
Mu

i

M̄u

i

, ξ̄vi = M̄u
i

exp(Ē)−1

exp(Ē)+
M̄u

i

¯
Mu

i

¯
ξvi = −

¯
Mv

i
exp(Ē)−1

exp(Ē)+ ¯
Mv

i

M̄v

i

, ξ̄vi = M̄v
i

exp(Ē)−1

exp(Ē)+
M̄v

i

¯
Mv

i

Finally, it can be easily proven from (14) that the control input (13)
remains also bounded for allt ∈ [0, τmax).

Up to this point, what remains to be shown is thatτmax can be
extended to∞. Notice by (22) thatξ(t) ∈ Ω′

ξ , ∀t ∈ [0, τmax),
where the setΩ′

ξ =
[

¯
ξu1 , ξ̄

u
1

]

×
[

¯
ξv1 , ξ̄

v
1

]

×· · ·×
[

¯
ξun, ξ̄

u
n

]

×
[

¯
ξvn, ξ̄

v
n

]

is
a nonempty and compact subset ofΩξ. Hence, assumingτmax < ∞
and sinceΩ′

ξ ⊂ Ωξ, Proposition C.3.6 (pp. 481) in [31] dictates the
existence of a time instantt′ ∈ [0, τmax) such thatξ(t′) /∈ Ω′

ξ , which
is a clear contradiction. Therefore,τmax = ∞. As a result, all closed
loop signals remain bounded and moreoverξ(t) ∈ Ω′

ξ ⊂ Ωξ, ∀t ≥ 0.
Finally, from (22) we conclude the satisfaction of (7a)-(7b) for all t ≥
0 and consequently prescribed transient and steady state performance
without violating the field of view constraints, which completes the
proof.

Remark 5. From the aforementioned proof, it can be deduced that
the proposed image based visual servoing scheme achieves its goals
(i.e., prescribed performance and field of view constraints) without
residing on the need of renderinḡE arbitrarily small (see (21)), by
adopting an extreme value for the control gaink. More specifically,
notice that (22) and consequently(7a)-(7b), which encapsulate the
prescribed performance notion and the field of view constraints,
hold no matter how large the finite bound̄E is. Thus, contrary
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to what is the common practice in the related literature (i.e., the
control gains are tuned towards satisfying a desired performance,
nonetheless without any a priori guarantees), the actual performance
of the proposed IBVS scheme is solely determined by the performance
functions

¯
Mu

i
¯
ρui (t), M̄

u
i ρ̄

u
i (t), ¯

Mv
i
¯
ρvi (t), M̄

v
i ρ̄

v
i (t), i = 1, . . . , n.

Hence, the selection of the control gaink is significantly simplified
to adopting those values that lead to reasonable control effort.

Remark 6. Contrary to the existing works in the related literature,
where the depth and camera calibration errors influence severely
the performance of the visual servoing, in the proposed workthe
achieved performance is a priori determined by the selection of

¯
Mu

i
¯
ρui (t), M̄

u
i ρ̄

u
i (t), ¯

Mv
i
¯
ρvi (t), M̄

v
i ρ̄

v
i (t), i = 1, . . . , n. However,

it should be stressed that the aforementioned errors affectthe region
of attraction of the closed loop system around the origin, thus leading
to local stability results. Studying the effect of camera calibration and
depth distribution errors to obtain the size of the robust initialization
domain goes beyond the scope of this work and is left open for future
research.

IV. EXPERIMENTAL RESULTS

To validate the theoretical findings and verify the efficiency of the
proposed IBVS scheme, a comparative experimental study with a
conventional IBVS controller [1] was conducted, employingan eye-
in-hand robotic system.

A. System Components and Parameters

The robotic system used in this work is a 7 DoFs robotic ma-
nipulator Mitsubishi PA-10, equipped with a calibrated perspective
USB camera (Sony PlayStation Eye), with640 × 480 pixels at30
frames per second and focal lengthλ = 538 pixels, rigidly attached
on its end-effector. The software architecture is based on the Robot
Operating System (ROS) in Ubuntu Linux and the IBVS algorithms
were developed in C++ and Python. The target is fixed and consists
of four markers (forming a square of 15 cm edge), the center of
which denotes an image feature that is detected in real time using the
ROS implementation of the Computer Vision ArToolkit library. The

desired feature coordinatess∗ =

[

−240 55 −251 45
−128 −119 169 172

]

were extracted by a still image captured at the desired pose of
the camera heading towards the features. The depth in the desired
position was measured atz∗i = 0.36m, i = 1, . . . , 4. In addition,
the gains of the proposed and the conventional IBVS schemes were
selected as0.3 and0.018, respectively. Furthermore, the parameters

¯
Mu

i , M̄u
i , ¯

Mv
i , M̄v

i , i = 1, . . . , 4 are chosen such that all
features are retained within the camera field of view for all time.
In particular, the following upper and lower bounds of the image
plane:umin = −319, umax = 319, vmin = −239, vmax = 239
were adopted in (9a) and (9b) to extract the values of the parameters

¯
Mu

i , M̄u
i , ¯

Mv
i , M̄v

i , i = 1, . . . , 4. Moreover, the maximum
allowable steady state error was set equal toρ∞ = 10 pixels. Thus,
each feature will be ultimately confined within a square of20 pixels
edge, centered at the desired position on the image plane. Finally,
the decreasing ratel was chosen equal tol = 0.2 to enforce an
exponential convergence dictated byexp(−0.2t).

B. Comparative Study

The robustness and guaranteed convergence properties of the
proposed IBVS scheme as well as its efficiency in handling the
camera field of view constraints are demonstrated via a comparative
experimental study with a conventional IBVS scheme [1]. The
initial camera configuration in all experiments was [-0.55,-0.62,1.12]

m with respect to the centroid of the features, pointing towards
them. Consequently, the initial feature coordinates were extracted as

s (0) =

[

−149 49 −160 68
−109 −115 79 75

]

. It should be noticed that

the aforementioned initial configuration can be consideredas rather
challenging for IBVS schemes, owing to the large rotation about the
x axis of the camera frame that is needed to converge to the desired
configuration. Two cases with: i) accurately measured depthand ii)
fixed depth values were considered. For each case, the comparison
was performed via two experiments. The proposed IBVS schemewas
employed in the first experiment, and a conventional IBVS scheme
was used in the latter. In both experimental studies, comparisons are
made to show the efficacy and superior performance of the proposed
scheme in handling field of view constraints versus the conventional
IBVS scheme. Finally, a HD video demonstrating the experiments
can be found at the following url:

https://youtu.be/PZNJropsGIo
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Fig. 2: Case I: The evolution of the feature coordinate errors along with
the corresponding imposed performance bounds employing the proposed
(blue) and theconventional (black) IBVS schemes.

Case I: Accurate depth measurement
In this study, the depth measurement for each image feature was

available in both the proposed and the conventional IBVS algorithms
via the visual tracking system. The results are presented inFig.2,
where the evolution of the image feature errors employing the
proposed and the conventional IBVS schemes are presented. As
it was expected, the feature coordinate errors in the scenario with
the proposed IBVS scheme were retained within the corresponding
performance envelopes and consequently the features were constantly
kept within the camera field of view. Similarly, notice for the
conventional IBVS scheme that the image features were kept within
the camera field of view as well (although they reached very close
to the image boundaries), while satisfactory convergence was also
achieved. However, it should be noted that the illustrated results for
the conventional IBVS scheme were attained through a trial and error
selection procedure of the control gains in order to: i) achieve similar
convergence properties with the proposed scheme and ii) result in
reasonable control effort. On the contrary, the control gain of the
proposed scheme was selected only to meet the joint velocitylimits

https://youtu.be/PZNJropsGIo
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of the manipulator, which were sufficient to achieve the imposed
transient response specifications presented in the previous subsection.

0 5 10 15 20 25

0

200

400

e
u 1
(t
)

0 5 10 15 20 25

−200

0

200

e
u 2
(t
)

0 5 10 15 20 25

0

200

400

e
u 3
(t
)

0 5 10 15 20 25

−200

0

200

time(s)

e
u 4
(t
)

0 5 10 15 20 25
−100

0

100

200

300

e
v 1
(t
)

0 5 10 15 20 25
−100

0

100

200

300

e
v 2
(t
)

0 5 10 15 20 25
−400

−300

−200

−100

0

e
v 3
(t
)

0 5 10 15 20 25
−400

−300

−200

−100

0

time(s)

e
v 4
(t
)

19 29
−10

0
10
20

19 29
−10

0
10
20

19 29
−10

0
10
20

19 29
−10

0
10

19 29
−10

0
10

19 29
−10

0
10

19 29
−10

0
10

19 29
−10

0
10

Fig. 3: Case II: The evolution of the feature coordinate errors along with
the corresponding imposed performance bounds employing the proposed
(blue) and theconventional (black) IBVS schemes.

Case II: Fixed depth estimate
In this case study, the same challenging initial configuration was

considered without however employing accurate depth measurements
in the interaction matrix. Instead, the following fixed depth values
were adoptedz∗i = 0.36, i = 1, . . . , 4 that were extracted at
the desired configuration (i.e., the distance of the features to the
camera plane when the camera is positioned at the desired pose with
respect to the features). The results are illustrated in Fig.3, where the
evolution of the image feature errors employing the proposed and the
conventional IBVS schemes are presented. As it was expectedfrom
the theoretical findings of this work, even in the case of incorrect
depth values, the feature coordinate errors were retained in the
corresponding performance envelopes and consequently thefeatures
were constrained within the camera field of view. Moreover, it can be
seen from Fig.3 that the convergence properties of the proposed IBVS
scheme remained unaltered. On the contrary, noticing the evolution of
the image feature errors for the conventional IBVS, we conclude that
the particular experiment failed as the features escaped the image
boundaries. Finally, it should be noted that the control gains were
kept unaltered in both Cases I and II, thus revealing that thecontrol
gain selection in the proposed IBVS scheme has been significantly
simplified since it is decoupled by both the closed loop transient and
steady state response as well as the satisfaction of the camera field
of view constraints.

V. SIMULATION RESULTS

We conducted an extensive comparative simulation study to em-
phasize on the benefits of our approach and demonstrate its high
levels of robustness. More specifically, we considered the camera
model that we used for the experiments. Four features were also
located in the y-z plane at the positionsP1 = [0,−0.2, 0.15]T

m, P2 = [0, 0.2, 0.15]T m, P3 = [0,−0.2,−0.15]T m and
P4 = [0, 0.2,−0.15]T m. The desired camera pose was selected
on the x-axis asPd = [0.6725, 0, 0]T m heading towards the

features with orientationRd = roty(−90o)rotz(90
o). Hence, the

desired feature coordinates on the image plane were calculated as
sd1 = [−160,−120]T pixels, sd2 = [160,−120]T pixels, sd3 =
[−160, 120]T pixels, sd4 = [160, 120]T pixels. Then, 200 initial
camera configurations were randomly extracted (following auniform
distribution in spherical coordinates from the setρ ∈ [1.3, 3.2] m,
θ ∈ [45o, 135o], φ ∈ [−45o, 45o]), with the features lying initially
within the camera field of view, as shown in Fig. 4. For each initial
camera configuration, we simulated the camera kinematics for 10
sec, under both the conventional IBVS control scheme [1] andthe
proposed one. In particular, the estimate of the interaction matrix in
both cases involved a5% camera calibration error in the focal length
(a rather reasonable level of accuracy for a chessboard calibration
procedure) and the desired feature depthzd = 0.6725 m (i.e., no
actual depth measurements were employed). Moreover, the gain of the
conventional IBVS scheme was setk = 1, whereas for the proposed
scheme we adoptedk = 500. Notice that the difference in the order
of magnitude comes from the fact that in the conventional IBVS
scheme the errors are defined in pixels, while in the proposedscheme
the pixel errors are first normalized with respect to the performance
functions and then modulated through the logarithmic function to
output the transformed errorsEu

i andEv
i . Furthermore, we selected

ρinf = 3 and exponential ratel = 1 for all simulations. Finally, based
on the camera field of view, we choseumin = −320, umax = 320,
vmin = −240, vmax = 240.

From the 200 initial configurations the conventional IBVS con-
troller managed to achieve convergence and retain the features within
the camera field of view in only 10 cases. It should be noticed that the
same controller with perfect knowledge in the interaction matrix (i.e.,
accurate focal length and accurate depth measurements) succeeded
both objectives in all initial camera configurations. On theother hand,
the proposed scheme under the aforementioned model uncertainty
succeeded in 122 cases to establish the predefined transientand steady
state performance specifications, which reveals that it is more robust
than the conventional IBVS scheme especially in satisfyingthe field
of view constraints which are critical for the operation of visual
servoing. Notice that for the 78 cases that it failed apparently the
Hurwitz property for (20a) was not satisfied. However, this was the
case for the conventional IBVS scheme as well. Therefore, wemay
fairly say that owing to model uncertainties the domain of attraction
(if the field of view constraints are also considered in the evaluation)
shrinks less in the proposed scheme than in the conventionalIBVS.

VI. FUTURE DIRECTIONS

Studying the effect of camera calibration and depth distribution
errors to obtain the magnitude of the robust initializationdomain
deserves a thorough investigation of the structural properties of the
interaction matrix and is left open for future research. In the same
spirit, considering non-holonomic constraints as well as dynamic
uncertainty on the camera motion model is a promising direction
that would increase the applicability of the proposed IBVS scheme.
Finally, the method proposed in [34] that allows certain visual
features to leave from the field of view temporarily, based onthe
concept of weighted features, could be integrated with the proposed
approach in order to handle abrupt motions of the target thatwould
drive certain features outside the camera field of view.
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