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Abstract—We propose a visual servoing scheme that imposes prede-
fined performance specifications on the image feature coomdate errors
and satisfies the visibility constraints that inherently atise owing to the
camera’s limited field of view, despite the inevitable calibation and depth
measurement errors. Its efficiency is demonstrated via a coparative
experimental study.

Index Terms—Visual servoing, field of view constraints, robustness.

I. INTRODUCTION

Over the last decades, visual servoing has gained a lot e&rels
interest in motion control systems since it simply empldys ¥isual
information of a camera as feedback to determine the redjoi@ion
control signal. Structurally, visual servoing can be dféess in three
main categories [1]/]2]: (i) Position-Based Visual Seng{(PBVS),
where the visual features extracted from the image are used
estimate the3D pose of the camera with respect to the target; (i
Image-Based Visual Servoing (IBVS), where the control ispare

features with respect to the camera frame. Therefore, atecoamera
parameters, which may be acquired via a calibration procass
crucial for the closed loop system performance and stalli8].
Unfortunately, most of the aforementioned approaches taafffine
calculations to deal with the camera calibration uncetyaiwhich
cannot be performed easily in real-time systems in the poese
of 3D model reconstruction errors, thus rendering them &oiical.
Alternatively, various approaches such as adaptive cbfit&p—[21],
calibration free path planning [11], [22], [23], online iddication
[24] and machine learnind_[25] have been proposed in theaegla
literature to achieve the desired stability propertiegpdesany cali-
bration or depth measurement errors. Concurrently, othioration
free solutions have been presented_inl [10]J [11]] [26]] [27]
Another important issue associated with IBVS concerns tae-t
sient and steady state response of the closed loop @stmfortu-
nately, apart from[[26], where bounds on the task error haenb
addressed, the related literature lacks of any systematicepure
that imposes accurately predefined transient and steatty stefor-
mance specifications. Towards this direction, the commauwtjme in
conventional IBVS under model uncertainties is to tune thetrol
gains via a tedious trial and error procedure without, h@resny a
Yiori guarantees for the achieved performance. It shoelddied that
wing to the presence of multiple and probably conflictingrapional
constraints (i.e., field of view, transient and steady spggifications,

determined directly on theD image plane based on the irnagemodel imperfections) that increase significantly the camity of the

feature coordinate errors, and (iii) Hybrid Visual Sengiwhere3D
PBVS is combined witte D IBVS. In this paper, the IBVS scheme
is adopted, as it is more efficient and exhibits better lotabibty
and convergence properties, owing to its inherent robastagainst
camera calibration imperfections and modeling errors.

Since visual servoing is solely based on visual information
tracted from the position of the features of interest on thmera
image, a significant issue that reasonably raises concbmsat-
isfaction of certain hard visibility constraints, imposbeg the fact
that the features of interest should constantly lie witlia tamera
field of view [3]. Although dealing with hard constraints igather
challenging control task, various methods have been predén the
related literature. More specifically, decoupled contrpp@aches,
where the camera motion is controlled in part by a positioseda
scheme, while an image based visual servoing part is engloye
order to meet the hard visibility constraints, have beerppsed
in [4]-[8]. Alternatively, path planning has been applieddevelop
feasible image feature trajectories that meet the spedit dif view
constraints in[[B]-+H[11]. Other researchers have adoptdith@ation
techniques that aim at finding an optimal path with respewat®us

metrics such as the distance from the image boundary, t@hlenAdditionally

of the path and the energy [12]-]14]. Similarly, a nonlin@aodel
predictive control problem is formulated in_[15]-]17] to riche
the visibility issue via state inequality constraints. Hwer, the
aforementioned approaches are based on solving onlingneanl
constrained optimization problems; thus, their appliigbin real-
time robotic tasks is rather questionable, owing to the lpigitessing
requirements.

model of the target. However, the image Jacobian that is @yegl
involves the intrinsic camera parameters and the deptheofritage
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IBVS problem, no results have been previously reportedénrdtated
literature, up to the best of the authors’ knowledge.

In this work, an IBVS scheme is proposed, capable of guasange
prescribed transient and steady state performance as wethea
satisfaction of the field of view constraints, despite thevitable
camera calibration and depth measurement &.roﬁsualizing the
performance specifications and the field of view constraasterror
bounds, the key idea is to provide an error transformatien ¢ton-
verts the original constrained model into an equivalenbuastrained
one. It is then proven that stabilizing the unconstraineddehds
sufficient to achieve prescribed performance guarantedssatisfy
the field of view constraints. In particular, the main cdmttions of
this work concentrate on: i) the guaranteed transient agmtgtstate
performance; ii) the satisfaction of the field of view coasits and
iii) the reduced design complexity. More specifically, tregfprmance
of the developed scheme is a priori and explicitly imposedéryain
designer-specified performance functions, and is fullyodeted by
the control gains selection. In that respect, the selectibrthe
control gains is only confined to adopting those values tead Ito
reasonable control effort, thus simplifying further thentrol design.
the computational complexity of the propdsscheme
proves considerably low (i.e., it is a static scheme inva@wery few
and simple calculations to output the control signal), Whicakes
implementation on fast embedded control systems straiginird.
Finally, the robustness against the initial pose of the camie
reinforced via the proposed error transformation thatimstahe
image features within the camera field of view. It should béedo

. . ‘that securing merely the boundedness of the closed looerayist
It is also well known that IBVS does not require the geometri

Sufficient to meet the operational constraints. Such ptgpszmes
naturally from the appropriate modulation of the featurerdmate
errors, which is the key point in our approach. In fact, thee sbf
the set where the modulated errors end up and which is affdxte

INotice that the ability of preshaping the transient and dsteateady
response of IBVS is critical in many industrial applicasosuch as motorized
conveyor belt systems or automated loading/unloading gss®s, where
tracking of moving objects is involved.

2A preliminary version of this work in the absence of any utaieties and
model imperfections in the closed loop system was reporid@8].



the control gain selection and the uncertainties regarttiegcamera
intrinsic parameters and the depth measurements, doeslaytap
crucial role in the achieved performance. On the other hamokt
IBVS schemes examine only convergence within the corretipgn
stability analysis, while leaving the transient perforrmaurgincluding
the field of view constraints) to the “appropriate” (but nop@ori
guaranteed) control gain selection.

Il. PROBLEM STATEMENT

In this section, the mathematical formulation of the imagsdul
visual servoing problem is presented for a pinhole camerdeimo
Let [X., Y., Z.]" be the axes of the camera fradeattached at the
center of the camer@.. The coordinates of the image frarfieare

within the camera field of view is an issue of paramount imgace
in visual servoing, since otherwise unpredictable phemam@ven
instability) may occur in the closed loop system owing to plagtial
or complete loss of visual feedback.

In this work, the control objective is to design an image dase
visual servoing scheme such that all feature coordinates=
[ui,v:)T,4=1,...,n converge to their corresponding desired values
s¢ = [ud,vd)", i = 1,...,n with prescribed performance, despite
the inevitable camera calibration and depth measuremeorsdi.e.,
the focal length\ and the features depth, : = 1,...,n are not
accurately computed). By prescribed performance, we mieanthe
desired feature coordinated, i = 1,...,n are attained within a
predefined transient period and are maintained with arbitréine

given by[u, v]T with O; denoting the center of the image (see[Hig. LRCCUracY: while satisfying the field of view constrairis)(&ad [5b)

Notice that theZ. axis of the camera frame is perpendicular to th

image plane transversing;. Thus, given a set of fixed 3D points

P=[x, y, zf"

\Si{ui’UJT
ot
E&

g)r all time.

I11. M AIN RESULTS

In this work, the prescribed performance control technif@@j,
will be adopted to: i) achieve robust predefined transientvel as
steady state response for all image feature errors and did ahe
violation of the camera field of view constraints.

A. Sufficient Conditions

% v Let us initially define the image feature errors:
ed(t) =ui(t) —ul,i=1,...,n (6a)
Fig. 1: Th tri del of inhol .
ig e geometric model of a pinhole camera ) =wi(t)— vt i=1,..om (6b)
o 2T i — i . .

Pi=lwiyi, 2], i =1,...,n expressed in E[he.camera frame, thgyhere u¢, v¢ denote the corresponding desired feature values, as

correspondingD image features; = [ui,vi]", i = 1,...,n are el as the overall error vectar 2 [e¥, ¢!, ..., %, e%]”. Prescribed

given (in pixels) as follows[[1]: performance characterizes the behavior when the imageréeatrors

o fw] N [ X ei'(t), e/ (t), i = 1,...,n evolve strictly within predefined regions
si = vl oz v (1) that are bounded by absolutely decaying functions of tinaled

where ) is the focal length of the camera. In this way, the effect
the camera motion on the feature coordinates at the image [¥a
modeled by:

s'i:Li(zi,si)V,izl,...7n (2)
where:
A u; u;v, A2 4u?
—_ A 0 da HaYa —_Z 17 Vi
_ Zi zi A A g
L'L(Z'Lvsi)|: A e A24e2 wiv; . } 3)
TEoow T x T Tx T
is the interaction matrix [J1], andV £ [T7, Q"] =

[T, Ty, Tz,wz,wy,wz]T denotes the linedf’ and angulaf? veloci-

ties of the camera. Let us also define the overall image featctor
T T

s = [sT,--

coordinates is given by:

5= L(z,s)V (4)

where L (z,s) = [L1 (z1,81), -+, Ly, (zn,sn)}T € R**6 is the
overall interaction matrix and: [21,...,2n]". Owing to the
limited field of view of the camera, the image coordinatessatgiect
to the following visibility constraints:

Uminéuigumaxvizlw'wn

(5a)
(5b)

vmingvi S'UmaX17::17"'7n

Wheremin, Umin @aNdumax, Umax denote the lower and upper bound

(in pixels) of the image plane coordinates, dictated by thmeara
resolution. Ensuring that the feature coordinates do nolaté the
aforementioned visibility constraints and therefore thegstantly lie

erformance functions. In this work, the mathematical egpion of
rescribed performance is formulated, foréalk 0, by the following
inequalities:

—M;'pi (t) < ef(t) < Mj'pi(t),i=1,....n (7a)
M) < €Nty < MZpU(E) i=1,....n (7b)

where
pg(t) = (1 - max{]i{o;,k_f“}> exp(—lt) + max{]/;/;;,]g“} (8a)
p:(t) = <1 - max{]p}ﬁ,ﬂ?’}) exp(—lt) + max{Zﬁ,M?’} (Sb)

7sn}T € R?". Hence, the dynamics of the featureare designer-specified smooth, bounded and decreasingdiofusic

of time with [, po > 0 incorporating the desired tran-
sient and steady state performance specifications regplgctand
M¥, MP, MP, M} are positive parameters selected appropriately
to satisfy the field of view constraints, as presented in #gusl. In
particular, the decreasing rate pf (¢), p;(t), which is affected by
the parametel, introduces a lower bound on the speed of convergence
of ei(t), ef(t), ¢ = 1,...,n. Furthermore, depending on the
resolution of the camera, the constant can be set arbitrarily small
Poo << i:I{lin n{M}ﬁ M, M, M}, thus achieving practical

convergencé“c')'éif” (t), ei(t), i =1,...,n to zero. Additionally, we
select:
_,L-“:u;i—umin&M;‘:umax—u?,izl,...,n (9a)
MZ:U = Uld — Umin & Mlu = Umax — Uzdv it=1,...,n (9b)



Apparently, under the assumption that the features ihjtla in the to verify that maintaining simply the boundedness of the utabed
camera field of view (i.4min < 1i(0) < Umax @Ndumin < v3(0) <  errors E'(u;,t) and EY (v;,t) for all ¢ > 0 is equivalent to guar-
Vmax, © = 1,...,n) the aforementioned selection ensures that:  anteeing¢;' (ui,t) € (=M}, M;*) and &} (vi,t) € (—M;, M;),

“w “ — . i =1,...,n for all t > 0. Therefore, the problem at hand can be
—M;*pi'(0) <e;(0) < Vi pi 0)ni=1,...,n (10a) simply visualized as stabilizing the modulated error vedits, t).
~MYpY(0) < ef (0) < MYpY(0), i=1,...,n (10b)

Remark 2. Regarding the construction of the performance functions,
Hence, guaranteeing prescribed performance (7a) [0 6T e stress that unlike what is common practice in the relatedakure,

all ¢ > 0 and employing the decreasing property @f(t), pi'(t), the desired performance specifications concerning thesteam and

i=1,...,n, we obtain: steady state response as well as the field of view constraimts
CME < et (t) < MY i=1,...,n (11a) introduced dllrf.ectly in the propcisediiontrolvschﬁeqrpepj‘ét), 07 ()
v v . b and the positive parameterd/;*, M, M7, M}, i = 1,...,n

M <ei(t) <M i=1,....n (11b) respectively. In this way, the selection of the control gairthat has

and consequently owing t6 (64)-(6b) and](3a)-(9b): been isolated from the actual control performance, is Sigantly
‘ simplified to adopting those values that lead to reasonabletrol

Umin < Ui(t) < Umax, 1 =1,...,7m (12a)  effort. Additionally, the proposed method can also take Etcount

Umin < Ui(t) < Vmax,4=1,...,n (12b) holonomic constraints on the camera motion in the Cartesipace

by introducing a high level planner that adjusts appropeigt the

for all ¢ > 0, which ensures that the field of view Cons”ai“t%erformance bounds. In that respect, the convergence ratthe
are constantly satisfied. Therefore, imposing prescriltopnance performance functions may be updated online, and not kestaot,

via (78) and [(7b) with appropriately selected performaneact . yat certain motion-profiles of the camera in the Cartesipace

tions py'(t), pi(t), @ = 1,...,n and positive constant parameters,,y e achieved. Notice that since the camera is assumed full

M, M, MP, M{, i =1,...,n, as dictated in[(3a) and_{®b) 5cqiated then no controllability issues arise when adjugtithe

respectively, prove sufﬂ_uent to solve the image basedaviservoing performance bounds. Finally, it is worth noting that the posed

problem stated in Section II. approach achieves tracking of moving features as well, auith
requesting their velocity profile, as dictated [n_[30].

B. Control Design
g Remark 3. Notice from [[8) thatl, depends on the depth distribution

In the sequel, we propose a control protocol that incorpsrat, of the image features as well as on the camera focal leAgtFhus,

neither accurate depth measurements nor accurate fogihlesti-  qnsjdering camera calibration and depth measurementreyithe
mation, and guaranteds (7a) ahd|(7b) for:all 0, thus leading to the 4ty 7, which is employed in the control design, is an estimate of

solution of the robust image based visual servoing probléh e- 6 actual interaction matrix.(z, s). Under the assumption that
scribed performance under field of view constraints. Givenitage s fy|| column-rank, which is rather realistic in the conteot visual
feature tracking errors; (¢), e (t), i = 1,...,n, defined in(6R) and geryging, the task function parametrization approach,cviims at
(6H), we select the corresponding performance functigts), »¥(f)  providing a controllable system over the task workspacepleys
and positive parametere/;*, M*, My, M{,i=1,...,nfollowing  the estimated interaction matrik that is also full column-rank for
(©3) and[(9b) respectively, in order to incorporate therddgiransient reasonable focal length and depth estimates. A common apipris
and steady state performance specifications as well as tdeofie 1, employ the depth distribution at the desired pose with gho
view constraints. We define the normalized image featurer®@s: ogtimate of the focal length via an initial calibration pesture.
€ (us, t) = pi—?t) & €(vit) = pye;;t), i=1,....n Alternatively, an estimate of the depth could be adoptetbviahg
i i the approach inl[[21].
and the transformed image feature errors as:

Remark 4. Under the assumption that the interaction matrix is full

1+M 1+% column-rank, which holds locally for sufficiently many fees [1],
BY (& (wit)=In | —gmruy | & BY(& it)=In | —ary this work reinforces the robustness of IBVS against theainfiose
T R of the camera, via the proposed error transformation thaaires the
for which e — 0 (e — 0) implies E* — 0 (EY — 0), i = image features within the camera field of view. In this regpéte
1,...,n. Finally, we design the image based visual servoing prd,tocgctuallpractical domain of attraction is satisfactorilgtained in the
as follows: presence of model uncertainties, as the image features eseape
V(s,t) = —kLTE(s,t) (13) the camera field of vidy
with k > 0 where i+ 2 (iTi) L7 is the Moore-Penrose
pseudo-inverse of the estimated interaction matlrix [23] an C. Stability Analysis
E(s,t) 2 [EY,EY,... EY, BT, (14) The main results of this work are summarized in the following

) . theorem, where it is proven that the aforementioned compiratiocol
Remark 1. The prescribed performance control technique enforces)es the image based visual servoing problem with pitgsdri
the normalized image feature errog’ (t) and & (t) to rémain - performance under field of view constraints, despite theitable

strictly within  the sets (— M, Mz'u_) and (-0, _Miv)’ ! = camera calibration and depth measurement errors.
1,...,n respectively for alt > 0. Notice that modulating;* (¢) and
, , _— , I+t b
&/ (t) via the logarithmic functionsn (171\% and In 17—*7) 3In the absence of uncertainty in the focal length and thehdemasure-

7 MY . . . . . .
. L T v 47v  ments, the image trajectories are usually very close tagstrdines, which
in the control protocol [(IB) and selecting/;, M, My, M; is almost sufficient to satisfy the field of view constraintdowever, bad

according to [9%) and[(9b), the overall transformed imagatie2 estimates of the feature depth in conventional IBVS may leatiajectories
error vector [13) is initially well-defined. Moreover, it i®ot difficult that violate the field of view constraints, thus jeopardiziisual servoing.




Theorem 1. Considern > 4 fixed visual featurésin the workspace and substituting the control lal/ = —kLTE £ —ke, we get:
and a pinhole camera that aims at attaining the desired \alue .. OEd . OEd

for the feature coordinates on the image plane, while satigf &€= —’<~‘(0(6715)+L+(8—(S a—i)L)€+L+a—§a—§- (19)
the field of view constraints. Under the assumption that alua

features initially lie sufficiently close to their desiredlves as well Finally, linearizing [(I9) fore = 0, we obtain similarly to[[28]:

as within the field of view of the camera, the proposed imageda & = —(kA(t) — B(t))e + C(t),
visual servoing protoco[{13) guarantees local practigadlsymptotic
stabilization of the feature errors: where:
. . . -, OF O
~MERH() < e (t) < MEpY(D), i=1iom (15) A0 =1 51, (202)
— MPpY(t) < el(t) < MPpi(t),i=1,....n  (16) )
, Bty =2 (L*a—E%> (20b)
as well as the boundedness of all closed loop signals fot zll0. Oe 0E Ot ) le=o
- OF O
Proof. We first define the normalized image feature error vector C(t) = L+8_§8_§ o (20c)
€= [er,ey,... €8 €2]". Differentiating with respect to time and -
substituting [(#) and{13), the closed loop dynamical systeay be Noti(?e also that by clonstr.uc.tiO%’g% is a diaggnal positive definite
written in compact form as: matrix. Thus, following similar arguments with_[23], we abude
that A(t) = Lt (%2 %)L’ is Hurwitz close to the origin for

- A g -1 F+ . .

£ = h(t,£) = diag (p(t)) (—kLL £ —diag (p(t))f) (17 any positive and fixed focal qength and depth estimates. Mane
where p(t) £ [p}(t), pY(t), ..., pu(t), pu(t)]”. Let us also de- it can be easily verified that thg matrB(t) and the vectng(t)
fine the open seQ 2 (—M{", M) x (MY, M7) x --- x are bounded for alt > 0 and vanish as time pr_oceeds owmg_to the
(=M, MY) x (=M, M). In what follows, we proceed in two decreasing property _of the performance functlons._ Herm_mklng
phases. First, the existence of a maximal solutj¢r) of (I7) over Lemma 4.5 (pp.193)in[33], we conclude that) remains ultimately
the setQ for a time interval[0, Tma.) is ensured, i.e.£(t) € bounded for a sufficiently high gain valueand all¢ € [0, Tmaz)
Qe, ¥t € [0, Tmaz). Then, we prove that the proposed controWithin a neighborhood ot = 0, ie., || (%) || < &. Moreover, in a
schemel[(T3) guarantees, for &lf [0, 7max): a) the boundedness of Neighborhood of = 0, we havelle|| < ||L7E|| # 0 if e # 0 or
all closed loop signals as well as thatdy) remains strictly within equivalently if £ 3 0, since L™ is full row-rank [22]. Hence, there
a compact subset ¢, which leads by contradiction tg,,,, = co €XiSts£ > 0 such that :

and consequently to the satisfaction[ofl (7a)}-(7b), thusptetimg the IIE () || < B, Vt € [0, Tmaz). 21)
proof. . . o o .

Phase A The set( is nonempty and open. MoreoyeElOa)Jn this way, taking the inverse logarithmic function [n{1#e get:
(@0B) lead to— M;* < &£(0) < M and—M; < £(0) < MY, i = — MY < EF < EX () < & < DY

1,...,n. Thus, we conclude tha(0) € Q.. Additionally, (¢, &), 0 v v o -
as defined in[(27), is continuous orand locally Lipschitz or¢ over - M7 <& <& () <& <M
the set2¢. Therefore, the hypotheses of Theorem 54 (pp.47€) ih [31dr all ¢ € [0, Tmaz), Where:

hold and the existence of a maximal soluti¢ft) of (I7) on a time

i=1,...,n (22)

g = MBIl g e exp(B)—1

interval [0, Tmae) Such thatf(t) € Q¢, Vt € [0, Tmaz) iS ensured. exp(B)+ ML exp(E)+ VL

Phase B We have proven in Phase A tha(t) ¢ oMy coME
Q¢, ¥t € [0, Tmas) and more specifically that} (t) € & =My =Bl gy = gy B
(=M, M) and€? (t) € (=MP, MY),i = 1,...,n forall t € exp(E)+ 370 exp(E)+ 377

[0; _Tm‘”)' 'I_'hus, the transformgd eross;’, EJ, i =1,...,n, as Finally, it can be easily proven froni (IL4) that the contrgdin (13)
designated in[(14), are well defined for &k [0, Tmaz). HeNCe, We  (o0-ine also bounded for alle [0, Tmaa).

may adopt, based on the transformed errbrs (14), the taskiéan ;15 this point, what remains to be shown is that.. can be
e = LTE [32]. Contrary to [[32], wherel.™ is assumed constant, o tanded toco. Notice by [22) thatt(t) € Q¢, Vt € [0, Tmas)
in this work we consider a more generic case where is state where the sef), = [¢1, ] x [€1, €] x -~ x [€¥,64] x [€1, €8] is

dependent, with positive and fixed focal length and deptimeses. nonempty and compact subset(f. Hence, assUMiNGax < 0o

Thus, the time derivative of the task function becomes: and sinceﬂ’s C Qe, Proposition C.3.6 (pp. 481) i [31] dictates the
. dL* cy e dLt ~, OF . existence of a time instant € [0, Tmaz) such that (¢') ¢ Q¢, which
€= WE +LTE = WE + L+a_g€ is a clear contradiction. Ther([eforemz) = 00. As a(re)sﬁlt, ZII closed

di* . OF 06, O¢ loop signals remain bounded and moreayg < Q’E C Q¢, VE>0.
=z P+l 9 (&6 + a) Finally, from [22) we conclude the satisfaction Bfi(7a))(#r all ¢ >

di+ . OB 0¢ o€ 0 _and coqseq_uently pr_escribec_;l transient a_nd stea_dy stdterpance
= 7E + L+8_§ (aLV + a) (18) without violating the field of view constraints, which corefes the

proof. |
Following [23], we also obtain’dL—:E = O(e,t)V, whereO(e, t) is

- S Remark 5. From the aforementioned proof, it can be deduced that
a6 x 6 matrix satisfyingO(e, t)|e=0 = Osxs, V¢ > 0. Hence, [(AB)

the proposed image based visual servoing scheme achisvgedts

becomes: (i.e., prescribed performance and field of view constraimtghout
&= (0(67 t) + ﬁ+(a_E%)L)V + ﬁ+8_E% residing on the need of rendering arbitrarily small (see [21L)), by
9¢ e o¢ ot adopting an extreme value for the control ga&nMore specifically,

4Although 3 features may suffice to establish locally the éalumn-rank notice that [22) and consequentfy@)(7H), which encapsulate the

property of the interaction matrix, we assume at least 4 riordased levels Prescribed performance notion and the field of view constsai
of robustness. hold no matter how large the finite bounfl is. Thus, contrary



to what is the common practice in the related literature .(ithe
control gains are tuned towards satisfying a desired penfance,
nonetheless without any a priori guarantees), the actuaigpmance
of the proposed IBVS scheme is solely determined by therpenice
functions M pi* (t), M{pi(t), My py(t), M{pi(t), i = 1,...,n.

Hence, the selection of the control gainis significantly simplified
to adopting those values that lead to reasonable contrareff

m with respect to the centroid of the features, pointing tolsa
them. Consequently, the initial feature coordinates weteaeted as
s(0) = { :133 _1112 _1(758 ?g . It should be noticed that
the aforementioned initial configuration can be consideredather
challenging for IBVS schemes, owing to the large rotationuitihe

x axis of the camera frame that is needed to converge to thesdesi
configuration. Two cases with: i) accurately measured depth ii)

Remark 6. Contrary to the existing works in the related literature,fixed depth values were considered. For each case, the cisomar

where the depth and camera calibration errors influence stye
the performance of the visual servoing, in the proposed wbek
achieved performance is a priori determined by the selactd
M pt (1), MEpe(t), My pt(t), MPp(t), i = 1,...,n. However,
it should be stressed that the aforementioned errors affectegion
of attraction of the closed loop system around the originstleading
to local stability results. Studying the effect of camerhiration and
depth distribution errors to obtain the size of the robustiatization
domain goes beyond the scope of this work and is left opeufioref
research.

IV. EXPERIMENTAL RESULTS

To validate the theoretical findings and verify the efficignf the
proposed IBVS scheme, a comparative experimental study &
conventional IBVS controller ]1] was conducted, employang eye
in-hand robotic system.

A. System Components and Parameters

The robotic system used in this work is a 7 DoFs robotic
nipulator Mitsubishi PA-10, equipped with a calibrated qmerctive
USB camera (Sony PlayStation Eye), with0 x 480 pixels at30
frames per second and focal length= 538 pixels, rigidly attache
on its end-effector. The software architecture is basedhenRobc
Operating System (ROS) in Ubuntu Linux and the IBVS algond
were developed in €+ and Python. The target is fixed and con:
of four markers (forming a square of 15 cm edge), the cent
which denotes an image feature that is detected in real tiimg uhe
ROS implementation of the Computer Vision ArToolkit libyail he

—240 55 —251 45
—128 —119 169 172
were extracted by a still image captured at the desired pd

desired feature coordinates =

the camera heading towards the features. The depth in theedes

position was measured af = 0.36m, 7 = 1,...,4. In addition,

the gains of the proposed and the conventional IBVS schenees w
selected a$.3 and0.018, respectively. Furthermore, the parameter
MM, MP, MP, MY, i = 1,...,4 are chosen such that all

features are retained within the camera field of view for mflet

In particular, the following upper and lower bounds of theaga
plane: umin = —319, Umax = 319, Vmin = —239, Umax = 239

were adopted if{9a) anf (9b) to extract the values of thenpetexs
MY, MP, MP, MY, i = 1,...,4. Moreover, the maximum
allowable steady state error was set equgbdo= 10 pixels. Thus,
each feature will be ultimately confined within a square@fpixels

edge, centered at the desired position on the image planallygi
the decreasing raté was chosen equal tb = 0.2 to enforce an
exponential convergence dictated &yp(—0.2t).

B. Comparative Study

was performed via two experiments. The proposed IBVS schease
employed in the first experiment, and a conventional IBVSesuh
was used in the latter. In both experimental studies, coisquas are
made to show the efficacy and superior performance of theopezp
scheme in handling field of view constraints versus the cativeal
IBVS scheme. Finally, a HD video demonstrating the expenitse
can be found at the following url:

https://youtu.be/PZNJropsGlo
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Fig. 2: Case I: The evolution of the feature coordinate errors along with
the corresponding imposed performance bounds employepgrtposed
(blue) and theconventional (black) IBVS schemes.

%ase I: Accurate depth measurement

In this study, the depth measurement for each image featage w
available in both the proposed and the conventional IBV$ritlygns
via the visual tracking system. The results are presentefligi#,
where the evolution of the image feature errors employing th

proposed and the conventional IBVS schemes are presented. A

it was expected, the feature coordinate errors in the siemath

the proposed IBVS scheme were retained within the correipgn
performance envelopes and consequently the features westaotly
kept within the camera field of view. Similarly, notice foreth
conventional IBVS scheme that the image features were képtrw
the camera field of view as well (although they reached veogecl
to the image boundaries), while satisfactory convergenas also
achieved. However, it should be noted that the illustratsiiits for

The robustness and guaranteed convergence propertieseof ttie conventional IBVS scheme were attained through a tnidlearor
proposed IBVS scheme as well as its efficiency in handling theelection procedure of the control gains in order to: i) eehisimilar

camera field of view constraints are demonstrated via a cratipa

convergence properties with the proposed scheme and i)t ries

experimental study with a conventional IBVS schemé [1]. Theeasonable control effort. On the contrary, the controhgafi the

initial camera configuration in all experiments was [-0-69%2,1.12]

proposed scheme was selected only to meet the joint velbiitis


https://youtu.be/PZNJropsGIo

of the manipulator, which were sufficient to achieve the isgmb
transient response specifications presented in the pesighsection.

time(s)

time(s)

features with orientatiorR; = rot,(—90°)rot.(90°). Hence, the
desired feature coordinates on the image plane were ctduks
s = [-160,—120]" pixels, s = [160, —120]" pixels, s3
[-160,120]7 pixels, s3 = [160,120]" pixels. Then, 200 initial
camera configurations were randomly extracted (following#éorm
distribution in spherical coordinates from the get [1.3,3.2] m,

0 € [45°,135°], ¢ € [—45°,45°]), with the features lying initially
within the camera field of view, as shown in Fig. 4. For eachidhi
camera configuration, we simulated the camera kinematicsl®
sec, under both the conventional IBVS control schenie [1] tued
proposed one. In particular, the estimate of the interaatiatrix in
both cases involved 8% camera calibration error in the focal length
(a rather reasonable level of accuracy for a chessboarbratiin
procedure) and the desired feature depih= 0.6725 m (i.e., no
actual depth measurements were employed). Moreover, thefjde
conventional IBVS scheme was det= 1, whereas for the proposed
scheme we adoptek = 500. Notice that the difference in the order
of magnitude comes from the fact that in the conventional 3BV
scheme the errors are defined in pixels, while in the propsskedme
the pixel errors are first normalized with respect to the grenfince
functions and then modulated through the logarithmic fiomcto
output the transformed errods;' and ;. Furthermore, we selected
pinf = 3 and exponential rate= 1 for all simulations. Finally, based
on the camera field of view, we chosg.in = —320, umax = 320,
Umin = —240, Umax = 240.

Fig. 3: Case II: The evolution of the feature coordinate errors along with From the 200 initial configurations the conventional IBVSheo

the corresponding imposed performance bounds employepgrtposed
(blue) and theconventional (black) IBVS schemes.

Case IlI: Fixed depth estimate

In this case study, the same challenging initial configorativas
considered without however employing accurate depth nmeasnts
in the interaction matrix. Instead, the following fixed deptalues
were adoptedz; 0.36, i = 1,...,4 that were extracted at
the desired configuration (i.e., the distance of the featuoethe
camera plane when the camera is positioned at the desiredwitis
respect to the features). The results are illustrated if@Fighere the
evolution of the image feature errors employing the progas® the
conventional IBVS schemes are presented. As it was expéaiad
the theoretical findings of this work, even in the case of inact
depth values, the feature coordinate errors were retainethe
corresponding performance envelopes and consequentfigahares
were constrained within the camera field of view. Moreovetan be
seen from Fi@l3 that the convergence properties of the geaptBVS
scheme remained unaltered. On the contrary, noticing thieiton of
the image feature errors for the conventional IBVS, we aathelthat
the particular experiment failed as the features escapedntlage
boundaries. Finally, it should be noted that the controhgavere
kept unaltered in both Cases | and I, thus revealing thattrol
gain selection in the proposed IBVS scheme has been signtifica
simplified since it is decoupled by both the closed loop tiemtsand
steady state response as well as the satisfaction of theradiakel
of view constraints.

V. SIMULATION RESULTS

troller managed to achieve convergence and retain therésawithin
the camera field of view in only 10 cases. It should be notibadl the
same controller with perfect knowledge in the interacticatns (i.e.,
accurate focal length and accurate depth measurementsgesier!
both objectives in all initial camera configurations. On diieer hand,
the proposed scheme under the aforementioned model untgrta
succeeded in 122 cases to establish the predefined traasgksteady
state performance specifications, which reveals that itdeennobust
than the conventional IBVS scheme especially in satisfyirggfield
of view constraints which are critical for the operation dsual
servoing. Notice that for the 78 cases that it failed apprehe
Hurwitz property for [[20R) was not satisfied. However, thiaswthe
case for the conventional IBVS scheme as well. Thereforemag
fairly say that owing to model uncertainties the domain @fagtion
(if the field of view constraints are also considered in thalgation)
shrinks less in the proposed scheme than in the conventiBivs.

VI. FUTURE DIRECTIONS

Studying the effect of camera calibration and depth distidn
errors to obtain the magnitude of the robust initializatidomain
deserves a thorough investigation of the structural pteg=enf the
interaction matrix and is left open for future research. He same
spirit, considering non-holonomic constraints as well g®saic
uncertainty on the camera motion model is a promising dect
that would increase the applicability of the proposed IB\¢8esne.
Finally, the method proposed in_[34] that allows certainusis
features to leave from the field of view temporarily, basedtiom
concept of weighted features, could be integrated with topgsed
approach in order to handle abrupt motions of the targetwioaid

We conducted an extensive comparative simulation studyrte €drive certain features outside the camera field of view.

phasize on the benefits of our approach and demonstrategits
levels of robustness. More specifically, we considered thmera

hi
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